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Abstract 

As a novel volumetric particle image velocimetry technique, single-camera light-field PIV (LF-

PIV) is able to acquire three-dimensional flow fields through a single camera. Compared with other 

multi-camera 3D PIV techniques, LF-PIV has distinct advantages, including concise hardware 

setup and low optical access requirements. Its capability has proven effective in many experimental 

investigations. In this study, the use of LF-PIV in measuring a self-similar adverse pressure gradient 

turbulent boundary layer (APG-TBL) is demonstrated. Experiments are performed in a large water 

tunnel at the Laboratory for Turbulence Research in Aerospace and Combustion (LTRAC), Monash 

University.  Sets of 250 light-field PIV image pairs are captured covering both the inner and outer 

regions of the boundary layer. Instantaneous 3D velocity fields are reconstructed using a GPU 

accelerated density ray-tracing multiplicative reconstruction technique (DRT-MART) and three-

dimensional cross-correlation methods. The LF-PIV results are compared with two-dimensional 

PIV (2D-PIV) measurements of the same flow.  Comparable accuracy to 2D-PIV is achieved for 

first and second order velocity statistics above approximately 𝑦/𝛿ଵ ൌ 1. 

*Corresponding author: kirinshi@sjtu.edu.cn (Shengxian Shi)  

julio.soria@monash.edu (Julio Soria) 

1 Introduction 

Particle image velocimetry (PIV) has advanced greatly over the past several decades. It has evolved 

from a relatively restrictive two-component two-dimensional (2C-2D) measurement technique into 
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a valuable tool capable of extracting volumetric, time-resolved, flow information. Three-

component three-dimensional (3C-3D) information has been successfully retrieved by adapting the 

basic PIV principle in a variety of ways, including: defocusing digital PIV (DDPIV, Willert and 

Gharib 1992, Pereira et al. 2000), holographic PIV (HPIV, Hinsch 2002, Katz and Sheng 2010), 

tomographic PIV (Tomo-PIV, Elsinga et al. 2006, Atkinson and Soria 2009, Scarano 2013), and 

synthetic aperture PIV (SAPIV, Belden et al. 2010). These volumetric PIV techniques can fully 

acquire the volumetric 3C-3D velocity field, allowing unprecedented insight into the three-

dimensional structure of a variety of complex flows and its effect on, for example, flow stability 

(Buchner et al. 2017) or momentum transport (Buchner et al. 2016) which drive evolution in these 

flows. This is a significant improvement over previous efforts, such as Stereoscopic PIV (Stereo 

PIV, Prasad et al. 1993) which yields three-dimensional velocity but only in two-dimensional space, 

or Scanning PIV (Brucker 1996) which is not a truly instantaneous representation of the three-

dimensional flow. One of the earlier efforts at extracting 3D information from flows, DDPIV, 

recovers the volumetric information from defocused particle images, and usually use a triple-

camera setup to ensure a sufficient accuracy. DDPIV is generally constrained to a small 

measurement volume and very sparse seeding density. HPIV, which resolves volumetric velocity 

fields from particle holograms, is considered as the first truly 3C-3D flow measurement technique, 

however, its widespread application is limited by the need for a rather complex optical setup. A 

more widely applied volumetric PIV technique is Tomo-PIV, which employs multiple view 

geometry method (typically with 4±8 cameras) to capture particle images and obtain 3C-3D 

velocity fields through multiplicative reconstruction (MART) of a three-dimensional intensity field 

and subsequent three-dimensional cross-correlation. It can be performed at much higher seeding 

density and thus achieve higher spatial resolution within a relatively large measurable volume than 

the other aforementioned volumetric measurement techniques. However, the requirement for 

multiple optical access paths practically limits the application of Tomo-PIV in many space-

constrained situations (Chen and Sick 2017). Besides, the use of a multi-camera system requires 

accurate calibration which is prone to environmental disturbances, e.g. vibrations in the high-speed 

wind tunnel and rotary turbomachinery tests. Reconstruction algorithms such as MART which rely 

on multiple-view geometry are particularly sensitive to calibration errors which, if larger the 

particle image diameter, can cause the reconstruction to rapidly degrade in quality and fail. Similar 

difficulties are also faced by the SAPIV, which uses a large camera array (normally 8-15 cameras) 

to get the volumetric velocity field. The benefit in developing single-camera techniques is thus 

clear. 
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The recently developed single-camera light-field PIV (LF-PIV, Ding et al. 2015, Fahringer et al. 

2015) technique records the three-dimensional information of particles a single plenoptic camera, 

using a closely encapsulated micro-lens array (MLA) fixed near a high-resolution image sensor. 

Recent efforts analysing key design features  (Shi et al. 2016, Deem et al. 2016) and developing 

more efficient and higher-accuracy light-field reconstruction algorithms (Fahringer et al. 2015, Shi 

et al. 2017), have evinced that single-camera LF-PIV can achieve similar measurement accuracy 

to Tomo-PIV, when the pixel and MLA resolutions of the plenoptic camera are relatively high (Shi 

et al. 2018). Although LF-PIV has been successfully applied in many flow experiments (Li et al. 

2017, Xu et al. 2017, Bolton et al. 2017, Ding et al. 2018), a canonical test revealing its 

performance in measuring wall-bounded turbulent flows remains absent.  

Turbulent boundary layers play a significant role in a range of industrial, biological and 

environmental flows, particularly in affecting the efficiency and performance of transportation and 

energy generation platforms. Those turbulent boundary layers influenced by an adverse pressure 

gradient are particularly salient due to their relationship with flow separation and all the practical 

consequences that have across a range of contexts. Turbulent boundary layers without a pressure 

gradient regularly serve as a canonical flow by which to study the physics of turbulence, but studies 

on adverse pressure gradient turbulent boundary layers (APG-TBL) are complicated by the 

nonlocal effects of variation of pressure gradient along the flow direction. Self-similar APG-TBL¶V 

allow the study of the influence of a single non-dimensional pressure gradient over the coherent 

domain of boundary layer, and have thus recently been a topic of intense interest (eg. Kitsios et al. 

2016, Kitsios et al. 2017, Bobke et al. 2017, Vila et al. 2017, Eisfelder et al. 2018). Turbulent 

boundary layers are inherently three-dimensional, and so understanding the application of all 

available three-dimensional measurement techniques to these flows is imperative. While studies on 

APG-TBL is normally complicated by the nonlinear variation of pressure gradient along the flow 

direction, a self-similar APG-TBL allows studying the influence of a single non-dimensional 

pressure gradient over the coherent domain of boundary layer. As such, the current study aims to 

apply the LF-PIV technique to a self-similar adverse pressure gradient turbulent boundary layer to 

fully examine the performance of LF-PIV against benchmark results obtained for the same flow 

using two-dimensional planar PIV (2D-PIV). 

This paper is structured as follows: In section 2, the experimental arrangement will be described. 

The LF-PIV data processing procedure and the validation of the velocity field will be presented in 

Section 3, after which Section 4 will compare the statistical properties of the boundary layer as 

measured by LF-PIV and compared with 2D-PIV. Finally, Section 5 will summarize and suggest 
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possible variations to the technique which could help to improve measurement accuracy in the 

future. We note that a shorter version of this paper was previously presented at a conference (Zhao 

et al. 2018). Our initial conference paper did not address the problem of resolution variation in the 

z-direction. This manuscript addresses this issue and provides additional analysis on resolution 

variation and more careful validation of data by using the velocity field divergence, with more 

velocity fields. 

2 Experiment 

An APG-TBL was formed in the 0.5 × 0.5 × 5.5 m water tunnel at the Laboratory for Turbulence 

Research in Aerospace and Combustion (LTRAC), Monash University. This facility was modified 

by inserting an extra contraction at the upstream end of the test section and a flexible polycarbonate 

roof in the remaining length of this section. This roof could be adjusted via a series of threaded 

supporting rods, thus forming a variable area test section. A false floor was constructed of glass 

and anodized aluminum and was inserted into the test section to provide a consistently flat surface, 

where the boundary layer measurements can be performed without any curvature effects. The 

flexible roof¶V position was iteratively adjusted according to statistical profiles obtained virtually 

instantaneously from an accelerated PIV analysis procedure (Atkinson et al. 2015), so as to 

establish the desired pressure gradient. This procedure involved measuring the boundary layer at 

multiple streamwise locations and real-time processing the images using an in-house image 

acquisition and PIV analysis algorithm. Previous work on the water tunnel design and experimental 

validation of the generated boundary layer (Atkinson et al. 2015, Atkinson et al. 2016a) indicated 

that a self-similar APG-TBL could reliably be established under a moderate adverse pressure 

gradient on the false floor in the fourth test section (see figure 1) over 9 boundary layer thicknesses 

in the streamwise direction. Here the dimensionless adverse pressure gradient was set to 𝛽 ൌ

ሺ𝛿ଵ/𝜏௪ሻ ⋅ 𝑑𝑃/𝑑𝑥 ൌ 2.0 േ 0.15, where 𝑑𝑃/𝑑𝑥 is the streamwise dimensional pressure gradient, 𝛿ଵ 

is the displacement thickness of the boundary layer, and 𝜏௪ the local mean wall shear stress. The 

mean external velocity, 𝑈ஶ, in the self-similar region was approximately 440-470 mm/s (Atkinson 

et al. 2016b), and the Reynolds number at the upstream end of this region was 𝑅𝑒ఋభ ൎ 5400. 
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Fig. 1 Schematic of the LTRAC water tunnel and the LF-PIV experimental setup of the inner and 

outer layer measurements 

2.1 Benchmark 2D-PIV measurement 
A 2D-PIV experiment to measure the properties and self-similarity of the APG-TBL and provide a 

validation dataset for the LF-PIV experiment was performed at several streamwise locations, from 

x = 3.68 to x = 4.18m (over approximately 9𝛿) at intervals differing by 100mm. An ILA sCMOS 

camera with 6.5𝜇𝑚 pixel size was used, at a spatial resolution of 47.1𝜇𝑚/pixel. Only a narrow 

measurement domain measuring 96 pixels in the streamwise direction was used, providing a local 

velocity profile only. The full 2560 pixel resolution of each camera was employed in the wall-

normal y-direction. By cropping the sensor, this also allowed us to run the cameras at a high 

framerate. This narrow measurement domain was illuminated by an Oxxius Slim 532nm 226mW 

continuous wave laser, with a light sheet width of approximately 1mm. The 0.3ms exposure time 

of the camera was sufficiently short to provide ³IUR]HQ´ images of the 11𝜇𝑚 diameter hollow glass 

spheres (Potters) used as seeding in this experiment. 

Planar two-component, two-dimensional (2C-2D) PIV was performed using these images, by way 

of a multigrid PIV cross-correlation (Soria 1996). Initial and final interrogation window sizes are 

given in table 1. A wall-normal vector spacing of Δ𝑦 ൌ16 pixels (0.012𝛿) was obtained. A second, 

spatial resolution 12.9𝜇𝑚/pixel, measurement of the near-wall region was used to obtain a mean 

streamwise velocity profile down to within the viscous sublayer through ensemble-averaged cross-

correlation single-pixel resolution PIV. It is from this measurement that the wall shear stress, 𝜏௪, 

could be calculated and an accurate dimensionless streamwise pressure gradient, 𝛽, computed. The 
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first and second order statistics at each y-location in the outer measurement were calculated from a 

total of 30,000 samples, although the high frame rate relative to the eddy turnover time, 𝑡௘ ൌ

𝛿ଵ/𝑈௘ ൎ 23ms, means that the independent sample size is closer to 2500. Table 1 lists key 

parameters relating to the camera acquisition and 2D-PIV analysis setup. 

Table 1 Key parameters of the 2D-PIV measurement 

Spatial resolution 47.1 ࣆ𝒎/pixel 
Magnification 0.14 

F-stop, 𝒇# 8 

Measurement domain 0 ൑ 𝑦/𝛿ଵ ൑ 10  
Exposure 0.3 ms 
Acquisition frequency 500 Hz 
Interrogation window 𝑰𝑾𝒙 ൈ 𝑰𝑾𝒚 (initial) 96ൈ64 pixels 

Interrogation window 𝑰𝑾𝒙 ൈ 𝑰𝑾𝒚 (final) 64ൈ24 pixels 

Vector spacing Δ𝑦=16 pixels 
 

2.2 LF-PIV measurement 
The use of the LF-PIV technique is here demonstrated in measuring this APG-TBL. The 

experimental arrangement for LF-PIV is illustrated in figure 1. To evaluate its performance 

compared with 2D-PIV, the light-field camera measurement was performed at the beginning of the 

self-similar region, at x=3.68m downstream of the tunnel entrance, focusing on the tunnel center 

plane. The water tunnel was homogenously seeded with approximately neutrally buoyant hollow 

glass spheres (Potters, 11ȝP). A test volume measuring 61.3×12.8×10 mm3 was uniformly 

illuminated by a double pulse Nd:YAG laser (Gemini PIV 15, 90 mJ/pulse, 532 nm). The laser 

beam was spread into a volume using two cylindrical lenses and entered the tunnel from the end of 

section 5 along the x-direction (figure 2a, b), so that reflections from the false floor were minimized. 

Measurements were taken at 1 Hz so that subsequent velocity fields were statistically independent 

of one another. The interframe time between each laser pulse of ǻW =0.6ms. The particle image 

pairs were recorded using an in-house 29M pixel light-field camera fitted with a Micro-NIKKOR 

200mm lens (figure 2c). This light-field camera contains a 520ൈ360 micro-lens array near the high-

resolution image sensor (ImperX B6640). The design and evaluation of a similar FaPHUa¶V 

performance are detailed in Shi et al. (2016) and Shi et al. (2018).  
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Table 2 Key parameters of the LF-PIV experiment 

Pixel resolution 6600×2200 
Pixel size 5.5ȝP 
MLA resolution 520×180 
Lenslet size 70ȝP 
Lenslet focal length 300ȝP 
Magnification ~1 
Test volume 61.3×12.8×10mm 
Light sheet thickness ~12mm 

Particle density 
~0.5ppm 
(particle per micro-lens) 

Particle size 11um 
Capture frequency 1Hz 
Interframe time 0.6ms 

 

To achieve the best accuracy, the magnification of light field camera was set to M=1 (Shi et al. 

2016), which did not permit capture of the flow across the whole boundary layer thickness in a 

single measurement. Due to this limit, the measurement was separated in two: One series of 

measurements to capture the near-wall region, and another for the outer part of the boundary layer 

wherein the camera was shifted upwards from the wall by 25mm. The statistics obtained from each 

of these experiments were subsequently stitched by interpolation onto a common grid. 600 

independent light-field PIV image pairs were captured and processed for each of the inner and outer 

layer measurements. 
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Fig. 2 (a) Experimental setup of the laser path (b) Experimental setup of the LF-PIV system (c) 

In-house 29M pixel light-field camera (d) Partially magnified particle image. The red hexagonal 

frame in the upper left corner indicates the arrangement of the micro-lens array, with each cell 

containing the sub-image formed by a single micro-lens. 

 

(a) (b) 

(d) (c) 
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3 Data processing of LF-PIV 

3.1 Velocity field data 

Fig. 3 Schematic diagram of the LF-PIV workflow, indicating acquisition of images using a 

plenoptic camera fitted with microlens array (MLA), example real particle image pair as viewed 

through the MLA-fitted camera, isosurfaces of intensity within the reconstructed volumetric 

domain, and the resulting three-dimensional velocity field. 

LF-PIV measurements consist of illuminating a seeded flow in the same manner as in traditional 

PIV, with the exception that the camera has been fitted with a micro-lens array (MLA). In using an 

MLA, particle images are scattered on the camera sensor, contributing light over a region of pixels. 

From this scattered information, three-dimensional intensity volumes can be reconstructed, with 

subsequent volumetric cross-correlation yielding instantaneous velocity fields. Figure 3 

conceptually outlines the workflow required for an LF-PIV experiment. In addition, calibration of 

the camera, and some image preprocessing, may be performed prior to volume reconstruction, and 

some data validation applied after determination of vectors via cross-correlation. The algorithms 

and procedures necessary to perform this analysis have previously been developed and described 

in detail in several papers (Fahringer et al. 2016, Shi et al. 2016, Shi et al. 2017). A full explanation 

of the theory of LF-PIV lies beyond the scope of this paper, but a flowchart of the LF-PIV procedure 

is given in figure 4, with key references as a guide for the reader. 
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Take an image for a white board.
Calculate lenslet center.

Capture the particle light-field  images

Calculate and subtract the background noise 
from the images sequence

Take an image for a calibration board.
Calculate the camera parameters.

Reconstruct particle volume with 
DRT-MART algorithms (Shi et al. 2017)

Obtain the volumetric velocity field with 3D-
FFT multi-grid cross correlation algorithms 

(Soria 1996) 

Post-processing by using median filter and 
linear interpolation (Adrian and Westerweel 

2011)

Determine the affected pixels and 
micro lens with dense ray tracing 

method for each voxel.

Selects the non-zero voxels and 
Calculate the weighting coefficient for 

each voxel and affected pixels

Iteratively calculate the voxel intensity 
using the MART method

Step: 1

Step: 2

Step: 3

Step: 4

Step: 5

Step: 6

 

Fig. 4 Flowchart of the LF-PIV experimental and data analysis procedure. The sub-chart with 

dashed outlines indicates steps taken in the LF reconstruction algorithm. 

In the light-field algorithm, as implemented here, the light-field particle images (figure 2d) were 

reconstructed by the Dense Ray Tracing‑ based MART (DRT-MART) method (Shi et al. 2017). 

The main steps are: Firstly, a dense ray tracing method is used to identify non-zero voxels and 

calculate the weighting coefficients mapping the relationship between the identified voxel and 

influenced pixels. Then the MART algorithm (Herman and Lent 1976) is used to iteratively update 

the intensity of each voxel, as per equation 1. 

𝐸൫𝑋௝, 𝑌௝, 𝑍௝൯
௞ାଵ ൌ 𝐸൫𝑋௝, 𝑌௝, 𝑍௝൯

௞ ቆ ூሺ௫೔,௬೔ሻ

∑ ௪೔,ೕா൫௑ೕ,௒ೕ,௓ೕ൯
ೖ

ೕ∈ಿ೔

ቇ
ఓ௪೔,ೕ

            (1) 

where 𝐸൫𝑋௝, 𝑌௝, 𝑍௝൯ is the intensity of the 𝑗-th voxel; 𝐼ሺ𝑥௜, 𝑦௜ሻ is the intensity of the 𝑖-th pixel, which 

is known from the captured light-field image; and 𝑤௜,௝ is the weighting coefficient, which is the 

contribution of light intensity from the 𝑗-th voxel to the 𝑖-th pixel value. 𝜇 is a scalar relaxation 

parameter. Numerical simulation and experimental validation have shown that the DRT-MART 

reconstruction algorithm can achieve similar reconstruction accuracy to Tomo-PIV when high 

resolution image sensor and micro lens array are utilized (Shi et al. 2018). 

In this experiment, the raw particle images were reconstructed by the DRT-MART method with a 

pixel-to-voxel ratio of 3:3:10 in x-, y- and z-directions respectively, where the z-direction is defined 
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along the camera viewing axis. This results in a reconstruction domain of 733ൈ2200ൈ182 voxels 

and spatial resolution of 0.0165ൈ0.0165ൈ0.055 mm3/voxel. The raw instantaneous velocity 

volumes were calculated by three-dimensional multi-grid cross correlation (Soria 1996) with 50% 

overlap and an initial and final interrogation window size of 256ൈ256ൈ64 and 128ൈ128ൈ32 

respectively. After vector validation (described in section 3.2), the resulting three-dimensional 

velocity fields have a resolution of 0.558ൈ0.637ൈ0.526 mm3/vector, for a total of 23465 

(19ൈ65ൈ19) velocity vectors per field. Reconstruction and cross-correlation are computationally 

expensive and so were accelerated by GPU parallel computing to reduce processing time such that 

the reconstruction of each three-dimensional particle distribution map takes ~𝑂ሺ150ሻ minutes, and 

each instantaneous velocity field obtained by three-dimensional cross-correlation takes 

approximately 15 minutes. Six GeForce 1080Ti graphics cards were used to calculate 600 pairs of 

3D transient velocity fields for each of the inner and outer layer measurements.  

An example instantaneous velocity field from each of the inner and outer measurement domains is 

given in figures 5(a,b). This demonstrates the extent and overlap of the domains, and the fluctuating 

nature of the flow. In the slices provided in hese figures, turbulent three-dimensional structure is 

clearly visible, information that is not available from 2D techniques, and which was much more 

easily obtained with the single-camera LF-PIV technique than from other multi-camera techniques 

such as Tomo-PIV. 
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Fig. 5 An example instantaneous velocity field from (a) the outer layer measurements, and (b) the 

inner layer measurements; (c) Average volumetric velocity field of the entire APG -TBL stitched 

together from inner and outer region LF-PIV measurements. The outer flow is in the positive x-

direction, and the wall lies here on the right-hand side of the figure. 
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3.2 Validation of the LF-PIV velocity field data 
FLJXUH 5(F) VKRZV WKH aYHUaJH IORZ ILHOG RbWaLQHG IURP WKH HQWLUH PHaVXUHPHQW VHW RI 600 YHORFLW\ 

ILHOGV, ZLWK LQQHU aQG RXWHU FaPHUa PHaVXUHPHQWV VWLWFKHG WRJHWKHU. TKH PHaVXUHPHQW YROXPH 

H[WHQGV 10PP LQ WKH VSaQZLVH (]-) GLUHFWLRQ aQG 12.8PP LQ WKH VWUHaPZLVH ([-) GLUHFWLRQ. TKH IORZ 

LV VWaWLVWLFaOO\ KRPRJHQHRXV LQ ], aQG RYHU WKH VWUHaPZLVH ([-) H[WHQW RI WKH PHaVXUHPHQW GRPaLQ 

JURZV PLQLPaOO\. WH aUH WKHUHIRUH MXVWLILHG LQ FaOFXOaWLQJ VWaWLVWLFaO SURSHUWLHV IURP aOO aYaLOabOH 

GaWa aW HaFK ZaOO-QRUPaO \-ORFaWLRQ, WKXV LQFUHaVLQJ WKH HIIHFWLYH VaPSOH VL]H LQ FaOFXOaWLQJ 

VWaWLVWLFaO SURILOHV. SR WKH VWaWLVWLFV LQ HaFK \-ORFaWLRQ aUH aFFXPXOaWHG IURP a WRWaO RI 600 

VWaWLVWLFaOO\ LQGHSHQGHQW VHWV FRQVLVWLQJ RI 361 VaPSOHV HaFK. 

The uncertainty in the estimate of the mean quantities was determined based on the independent 

sample size, 𝑁, as a 95% confidence interval equal to 1.96 times the standard error which converges 

with sample size as 𝑆𝐸ሺ⟨𝑢⟩ሻ ൌ ඥ൏ 𝑢𝑢 ൐/𝑁. The uncertainty of the mean velocity profile peaks 

therefore at approximately 0.02% of the freestream velocity. A 95% confidence interval on the 

sample-estimated Reynolds stress can however be ascertained from the Chi-squared test, per 

Sheskin (2000), as ranging from -10.4% to +12.4% from the estimated value. This however does 

not account for the biasing effects of noise in the measurement. Errors on second order statistics 

can be significant, as any noise in the measurement will increase the apparent magnitude of the 

Reynolds stresses, while the spatial filtering due to the low resolution of the measurement have the 

opposite effect. 

Prior to statistical analysis, the validity of individual vectors are assessed by reference to their 

neighbors through the well-established median vector validation test of Adrian and Westerweel 

(2011). This resulted in approximately 2% of vectors being identified as likely erroneous. To 

increase the robustness of the statistical profile estimates, data were further validated through 

rejection of velocity outliers greater than 3 standard deviations from the mean value for each y-

location. This led to a total of approximately 3% of the vectors being removed from the center 

region of the LF-PIV volumes, rising to 5-7% rejection rate near the edges due to the lower 

resolution and higher noise in those regions. 

SLQFH WKUHH-GLPHQVLRQaO GaWa aUH aYaLOabOH, WKH aFFXUaF\ RI WKH YHORFLW\ ILHOGV FaQ bH GLUHFWO\ 

aVVHVVHG b\ H[aPLQLQJ WKH GLYHUJHQFH aQG UHFRJQL]LQJ WKH LQFRPSUHVVLbLOLW\ RI WKLV APG-TBL IORZ. 

FLJXUH 6 SUHVHQWV MRLQW SURbabLOLW\ GHQVLW\ IXQFWLRQV (JPDFV) FRPSaULQJ WKH VSaQZLVH YHORFLW\ 

JUaGLHQW aJaLQVW WKH VXP RI WKH VWUHaPZLVH aQG ZaOO-QRUPaO YHORFLW\ JUaGLHQWV. TKH 

LQFRPSUHVVLbLOLW\ RI WKH IORZ GHPaQGV WKaW WKH FRQWLQXLW\ HTXaWLRQ VKRXOG bH VaWLVILHG, aQG WKXV IRU 
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a SHUIHFW PHaVXUHPHQW aOO WKH VaPSOHV ZRXOG OLH aORQJ WKH െ𝜕𝑤/𝜕𝑧 ൌ 𝜕𝑢/𝜕𝑥 ൅ 𝜕𝑣/𝜕𝑦 OLQH (UHG 

GaVKHG OLQH) RQ WKHVH SORWV.  

 
Fig. 6 (a) Divergence of velocity field in the outer layer test, (b) Zoom in the green box area in 

(a), (c) Divergence of velocity field in the inner layer test, (d) Zoom in the green box area in (c); 

The red dash line is െ𝜕𝑤/𝜕𝑧 ൌ 𝜕𝑢/𝜕𝑥 ൅ 𝜕𝑣/𝜕𝑦 

TKH UHVROXWLRQ RI LF-PIV LQ WKH ]-GLUHFWLRQ LV ZRUVH WKaQ WKH [/\-GLUHFWLRQ, aQG XQFHUWaLQW\ KLJKHU, 

VXFK WKaW WKH 𝜕𝑤/𝜕𝑧 FRPSRQHQW GRPLQaWHV LQ ILJXUH 6. SXFK UHVXOWV aUH FRQVLVWHQW ZLWK SUHYLRXV 

ILQGLQJV WKaW WKH VSaWLaO UHVROXWLRQ RI WKH OLJKW-ILHOG FaPHUa LV QRQ-XQLIRUP aQG WKH UHVROXWLRQ RI 

LF-PIV LQ WKH ]-GLUHFWLRQ LV ORZHU WKaQ LQ WKH [- aQG \-GLUHFWLRQ (SKL eW aO. 2016, DHHP eW aO. 2016).  

GHQHUaOO\, WKH RYHUaOO GLVWULbXWLRQ LV FRQFHQWUaWHG V\PPHWULFaOO\ abRXW WKH RULJLQ, ሺ0,0ሻ, HVSHFLaOO\ 

IURP WKH SaUWLaOO\ HQOaUJHG ILJXUH 6(b,G). TKH H[WHQW RI WKH JPDF LV OHVV LQ WKH [/\-GLUHFWLRQ WKaQ WKH 

]-GLUHFWLRQ, ZKHUH LW LV HORQJaWHG GXH WR SRRU ]-GLUHFWLRQ UHVROXWLRQ. TKH UaWLR bHWZHHQ WKH ]-
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GLUHFWLRQ aQG WKH [/\-GLUHFWLRQ LV abRXW 10:1. TKLV LQGLFaWHV WKaW YHORFLW\ JUaGLHQWV LQ WKH ]-GLUHFWLRQ 

aUH PXFK OaUJHU WKaQ WKH JUaGLHQWV LQ WKH RWKHU GLUHFWLRQV, FRQWULbXWLQJ WR HUURQHRXV QRQ-]HUR 

GLYHUJHQFH. TKH UHVROXWLRQ RI LF-PIV LQ WKH ]-GLUHFWLRQ LV SRRU, ZKLFK LV FaXVHG b\ WKH OLPLWHG 

VaPSOLQJ UaWH LQ WKH ]-GLUHFWLRQ RI WKH OLJKW ILHOG LPaJLQJ. TKLV OLPLWaWLRQ RI WKH LF-PIV WHFKQLTXH 

LV PRUH SURQRXQFHG WKaQ LQ RWKHU YROXPHWULF PIV WHFKQLTXHV, VXFK aV TRPR-PIV aQG KRORJUaSKLF-

PIV, aQG SURGXFHV UHFRQVWUXFWHG SaUWLFOH VKaSHV ZKLFK aUH PXFK ORQJHU LQ WKH YLHZLQJ a[LV (]-

GLUHFWLRQ) WKaQ LQ WKH RWKHU GLUHFWLRQV (DHHP eW aO. 2016, SKL eW aO. 2017). AOWKRXJK WKH 

UHFRQVWUXFWLRQ YROXPH ZaV GLVFUHWL]HG ZLWK a SL[HO±YR[HO UaWLR RI 3:1 LQ bRWK [- aQG \-GLUHFWLRQV 

aQG 10:1 LQ WKH ]-GLUHFWLRQ WR UHGXFH WKH HUURU FaXVHG b\ WKH HORQJaWLRQ HIIHFW, WKH JPDF VKRZV WKaW 

HUURUV LQ WKH ]-GLUHFWLRQ aUH VWLOO VLJQLILFaQW.  

4 Velocity Profiles Compared with the 2D-PIV Results 
To further evaluate the measurement performance of LF-PIV, a direct comparison is performed 

against 2D-PIV measurement from a previous measurement campaign in the same facility 

(Atkinson et al. 2016a). To compare with the benchmark 2D-PIV results, statistical profiles were 

calculated from a streamwise-restricted segment of the volumetric LF-PIV data, assuming constant 

boundary layer properties over this restricted domain. The wall-normal profiles of the mean 

streamwise velocity 〈u〉 and Reynolds stress components 〈uu〉, 〈vv〉, 〈uv〉, 〈ww〉, normalized using 

the outer velocity 𝑈௘ and the displacement thickness 𝛿ଵ, are presented in figure 7. 

From the mean streamwise velocity profile in figure 7(a), it is seen that, for y δଵ ൐ 1.0, the LF-

PIV and 2D-PIV results agree generally well. For the region y δଵ ൏ 1.0, in the displacement 

thickness, the profiles measured by the LF-PIV is less-than-satisfying. This region lies within 

several 3D interrogation regions of the wall in the LF-PIV experiment. There are two main reasons: 

On the one hand, due to the low speed of the inner boundary layer, the particles cannot easily enter 

the boundary layer, which will limit all PIV techniques including LF-PIV. The low particle density 

results in the low quality of reconstruction and less dominate cross-correlation peak. Specifically 

for LF-PIV, errors due to this cause are likely to be more significant in depth direction (z-direction) 

as the resolution is lower than the x- and y-direction and so, with less particles in this region, large 

errors in identification of the center of individual particles contribute more to the statistics. On the 

other hand, the DRT-MART method without volumetric calibration is sure to bring a large error to 

the reconstructed particles. The original DRT-MART method does not take the lens defects and 

misalignment between MLA and image sensor into account, which is the main source of false 

reconstruction. According to the most recent work (Shi et al. 2019), a volumetric calibration 
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method for LF-PIV, which uses the point-like features in light-field particle images to precisely 

build the relation between voxels and their affected pixels. This calibration method can get a more 

accurate weighting coefficient for particle reconstruction, especially in regions further away from 

focal plane where the accuracy is significantly affected by optical distortions, and thus can 

substantially increase measurement accuracy. The effects of the erroneous reconstruction near the 

z-extremeties of the reconstructed volume can easily be seen in the averaged volumetric velocity 

field (figure 5(c)). In the z-direction, a variation of the mean streamwise velocity can be observed 

from the two-dimensional slices. This variation, which is larger than the uncertainty in the mean 

statistics, was caused by the erroneous reconstruction near the volume edges due to optical 

distortion. 

For the Reynolds stress profiles plotted in figures 7(b) and (c), the LF-PIV is able to observe some 

indication of the outer peak expected in the 〈𝑢𝑢〉/𝑈௘ଶ and 〈𝑣𝑣〉/𝑈௘ଶ profiles for APG-TBL flows 

and agree well with the 2D-PIV¶V result, where the peak location is near to the displacement 

thickness. The effective measurements extend down to approximately 𝑦 𝛿ଵ ൌ 0.2 from the wall. 

The magnitude of the outer Reynolds stress peaks are measured as approximately 〈𝑢𝑢〉 ൌ 0.096𝑈௘ଶ 

and 〈𝑣𝑣〉 ൌ 0.0028𝑈௘ଶ, comparing favorably to the Reynolds stress peak magnitudes suggested 

from the DNS and 2D-PIV results. Within the displacement thickness, the LF-PIV struggles to 

acquire accurate data, and at the upper edge of the measurement domain the noise level of the 

measurement dominates and no freestream is observed. This is likely related to erroneous 

reconstruction by the DRT-MART reconstruction in the edge of the reconstructed volume.  

The normalized Reynolds shear stress, 〈𝑢𝑣〉/𝑈௘ଶ, profile is given in figure 7(d). The location and 

magnitude of the peak at 1 ൏ 𝑦/𝛿ଵ ൏ 2  agrees with the 2D-PIV¶V result, but within one 

displacement thickness of the wall, the steep drop in the Reynolds shear stress magnitude obtained 

from LF-PIV relative to that measured by 2D-PIV is indicative of the LF-PIV¶V low resolution 

imposing a spatial filtering effect on the small scale eddies near the wall. 

In figure 7(e), the 〈𝑤𝑤〉/𝑈௘ଶ normal component of Reynolds stress is shown as a function of wall-

normal position. Since 2D-PIV does not yield the w-component of velocity, a comparison between 

the two methods cannot be made for this quantity. It is clear however, that both the magnitude and 

double-peak shape of the ⟨𝑤𝑤⟩/𝑈௘ଶ  profile observed in numerical studies of APG-TBLs (eg. 

Kitsios et al. 2016) are not accurately recovered. This effect of the low (and varying) spatial 

resolution of LF-PIV in the viewing direction represents a severe limitation on the application of 

LF-PIV in its present state of development, at least when the viewing-direction velocity component 

is of interest. 
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Fig. 7 Statistical profiles of the boundary layer computed from LF-PIV with measurements from 

2D-PIV provided as a baseline for comparison (a) Mean streamwise velocity; (b) Streamwise 
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component of the Reynolds normal stress 〈𝑢𝑢〉; (c) Wall-normal component of the Reynolds 

normal stress 〈𝑣𝑣〉; (d) Reynolds shear-stress 〈𝑢𝑣〉; (e) Spanwise Reynolds normal stress 〈𝑤𝑤〉 

obtained from LF-PIV only. 

The LF-PIV is capable of providing an entire volumetric flow measurement from a single snapshot, 

similarly to Tomo-PIV but with only a single camera. LF-PIV also differs from Tomo-PIV in that 

the resolution of the measurement inherently varies in the viewing-axis direction (Shi et al. 2017). 

To demonstrate the measurement performance at different locations in the viewing (z-) direction, 

the Reynolds stress profile 〈𝑢𝑢〉 at two different z-positions is compared with 2D-PIV in figure 8. 

The slice of the velocity field in the focal plane (z=0) is plotted in figure 8(a), and the other slice 

(z=1.056 mm, away from the camera focal plane) is shown in figure 8(b). It is clear that LF-PIV 

performs well away from the focal plane, but struggles to accurately reproduce the results of the 

2D-PIV at z=0. The resolution of LF-PIV results varies in a complex manner in the z-direction. 

There are two major factors: On the one hand, the velocity field generated by 3D cross-correlation 

actually is using a thin volume¶V information. In this paper, with a final interrogation window size 

of 128×128×32 voxels, the z-direction thickness of those related reconstructed voxels in cross-

correlation is around 1 mm. This will make the resolution of generated vector field in the z-direction 

not only depend on the exact slice resolution of the light-field camera. It is more a somehow 

averaged resolution of a thin volume than resolution of an isolated plane in exact depth. On the 

other hand, as what has been demonstrated in Shi et al. (2016) and Deem et al. (2016), the resolution 

of light-field camera has a complicated performance along the main optical axis (z-direction), 

which is the more fundamental reason pertinent to the physical law. The capability of the light-field 

camera to identify a simulated ideal point source light is changing in different positions away from 

the focal plane, which has been discussed in detail in the previous work (Shi et al. 2016). Also in 

DHHP¶V work, a comparison between the central intensity profiles of the reconstructed particle and 

the actual simulated ideal particle location to illustrate the resolution of LF-PIV has been carefully 

made. In both works, there is a noticeable drop of the resolution near the focal plane, which can 

explain the large disparity between the LF and 2D-PIV result in figure 8(a). 
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Fig. 8 Comparison of Reynolds stress profile 〈𝑢𝑢〉 of LF-PIV at different z-positions with 2D-

PIV. Profiles are taken at (a) z = 0 mm, and (b) z = 1.056 mm, relative to the camera's focal plane 

(z = 0 mm). 

5 Conclusion 
A self-similar APG-TBL is measured with the single-camera LF-PIV technique. Comparative 

analysis is made against results yielded by 2D-PIV measurements, demonstrating that reliable 

measurements could be obtained by LF-PIV of the mean streamwise velocity (in regions y δଵ ൐

0.1) and Reynolds stress (in regions y δଵ ൐ 0.2). In addition, flow features in the depth direction 

can also be retrieved by the technique in a ³VQaSVKRW´ fashion, using only a single camera, a 

significant improvement in usability over the currently dominant 3D-3C measurement technique, 

Tomo-PIV. However, LF-PIV remains a maturing technology, and suffers from variation in 

resolution and accuracy in the viewing direction. Its measurement performance could be improved 

by increasing the MLA and sensor resolution. Meanwhile, with development of more robust light-

field reconstruction and volumetric calibration algorithms, higher seeding density and optical 

distortion compensated reconstruction will further improve its measurement accuracy.  
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